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BILINEAR FORMS ON THE DIRICHLET SPACE

NICOLA ARCOZZI, RICHARD ROCHBERG, ERIC SAWYER AND BRETT D. WICK

We show that the bilinear form By (f, g) = (fg, b) is bounded on the Dirichlet space of holomorphic
functions on the unit disk if and only if |»'|? dx dy is a Carleson measure for the Dirichlet space. This is
completely analogous to the results for boundedness of Hankel forms on the Hardy and Bergman spaces,
but the proof is quite different, relying heavily on potential-theoretic constructions.

1. Introduction

A Hankel form is a bilinear form B on a space of holomorphic functions with the characteristic property
that for any f, g, B(f, g) is a linear function of fg. These forms have been studied extensively on
Hardy spaces and on Bergman type spaces; some references are mentioned below. Here we consider
boundedness of Hankel forms on the Dirichlet space. In contrast to Hardy and Bergman spaces, the
Dirichlet space is a potential space and hence, not surprisingly, capacity estimates play a central role in
the analysis. Thus, although our main results are strongly analogous to earlier work, the techniques are
quite different.

Overview. Let % be the classical Dirichlet space, the Hilbert space of holomorphic functions on the disk
with inner product

(. gda = FO)Z0) + /D FOT@ dA

and normed by || f ||§b = (f, f)a. Given a holomorphic symbol function b we define the associated Hankel
type bilinear form, initially for f, g € % (D), the space of polynomials, by

Tp(f, 8) == (fg,b)a.
The norm of T} is
ITpllaxa = sup{ITp(f, )| : I flla = lglla = 1}.

We say a positive measure u on the disk is a Carleson measure for 9 if
lelem@) = sup{/ [fPdu N flla = 1} < o0,
D
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and that a function b is in the space ¥ if the measure d yj, := |b'(z) |2dA is a Carleson measure. We norm

% by
1/2
1Bl = 16O)] + |16/ @) PdA | ¢y
and denote by ¥ the norm closure in & of the space of polynomials.

Our main result is this:

Theorem 1.1. (1) T}, is bounded if and only if b € ¥. In that case

1Tbllaxa ~ bl
(2) Ty is compact if and only if b € X.

This result is part of an intriguing pattern of results involving boundedness of Hankel forms on Hardy
spaces in one and several variables and boundedness of Schrodinger operators on the Sobolev space. We
recall some of those results in the next subsection.

Boundedness criteria for bilinear forms can be recast as weak factorization of function spaces. We
present details and related earlier results later in this introduction. In particular we will see that the
first statement in Theorem 1.1 is equivalent to a weak factorization of the predual of &; in notation we
introduce below

@o0D)" =2%. (1-1)

At the end of the introduction (page 25) we describe the relation between Theorem 1.1 and classical
results about Hankel matrices.

The proof of Theorem 1.1 comes in Sections 2 and 3. It is easy to see that |7y |laxa < C||b|le. To
obtain the other inequality we must use the boundedness of 7}, to show |b'|?dA is a Carleson measure.
Analysis of the capacity-theoretic characterization of Carleson measures due to Stegenga allows us to
focus attention on a certain set V in D and the relative sizes of fv |b'|? and the capacity of the set
VNoD. To compare these quantities we construct Vexp, an expanded version of the set V which satisfies
two conflicting conditions. First, Veyp is not much larger than V, either when measured by fVexp b')? or

by the capacity of the Vexp N oD. Second, D\ Vexp 18 well separated from V' in a way that allows the
interaction of quantities supported on the two sets to be controlled. Once this is done we can construct
a function ®y € @ which is approximately one on V and which has @/, approximately supported on
D\ Vexp- Using @y we build functions f and g with the property that

|75 (f, &) =/ |b'|? + error.
%

The technical estimates on @y allow us to show that the error term is small and the boundedness of 7}
then gives the required control of |, v b 12
Once the first part of the theorem is established, the second follows rather directly.

Other bilinear forms. The Hardy space of the unit disk, H%(ID), can be defined as the space of holo-
morphic functions on the disk with inner product

M@m@=f@ﬂﬁféf@ﬂﬁﬂﬂﬁwA
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and normed by || f ||%12 ® = (f, ) H2()- Given a holomorphic symbol function b the Hankel form with
symbol b is the bilinear form

2
," (1. 8) = (/8. b) 2oy (1-2)
The boundedness criteria for such forms was given by Nehari [1957]. He used the fact that functions in
2
the Hardy space H! can be written as the product of functions in H? and showed TbH ©) will be bounded
if and only if b is in the dual space of H!. Using Ch. Fefferman’s identification of the dual of H' we

can reformulate this in the language of Carleson measures. We say a positive measure x4 on the disk is
a Carleson measure for H*(D) if

l«llem @y = SUP[/ |fPdu N f ey = 1 < oe.
D

The form Tsz(D) is bounded if and only if b is in the function space BM O or, equivalently, if and only
if

Ib'(2)I*(1 — |z*) dA € CM(H*(D)).

Later, in [Coifman et al. 1976], Nehari’s theorem was viewed as a result about Calderén—-Zygmund
singular integrals on spaces of homogenous type and an analogous result was proved for H2(dB"), the
Hardy space of the sphere in complex n-space. In that context the Hankel form is defined similarly

2 B"
T (1, g) = (f8&: D) 2 omry-

That form is bounded if and only if b is in BM O (6B") or, equivalently, if and only if, with V denoting
the invariant gradient on the ball,

IVb(2)|>dV € CM(H?*(6B")).

The approach in [Coifman et al. 1976] is not well suited for analysis on the Hardy space of the poly-
disk, H?(D"). However Ferguson, Lacey, and Terwilleger were able to extend methods of multivariable
harmonic analysis and obtain a result for H>(ID") [Ferguson and Lacey 2002; Lacey and Terwilleger
2009]. They showed that a Hankel form on H?(D)"), again defined as a form whose value only depends
on the product of its arguments, is bounded if and only if the symbol function b lies in BM O (D") or,
equivalently, if and only if derivatives of b can be used to generate a Carleson measure for H?(D").

Maz’ya and Verbitsky [2002] presented a boundedness criterion for a bilinear form associated to
the Schrodinger operator. Although their viewpoint and proof techniques were quite different from those
used for Hankel forms, their result is formally very similar. We change their formulation slightly to make
the analogy more visible, our b is related to their V by b = —A~'V. Let Z%(IR”) be the energy space
(homogenous Sobolev space) obtained by completing C3°(R") with respect to the quasinorm induced by
the Dirichlet inner product

(g = [ VF-Vadx,
Rn
Given b, a bilinear Schrodinger form on Iié(lR”) X Z%(R") is defined by

Sb(fv g) = (fg’ b)Dir-
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Although the relevant class of measures in this context was first studied by Maz’ya we will use a notation
which emphasizes the analogy with the previous situations. We will write y € CM (Ii%([R{")) if

”lu”CM(lg,%(R")) = SUP[/RH |f|2d,u : ”f”L;(Rn) =1 < o0.
Corollary 2 of [Maz’ya and Verbitsky 2002] is that Sj is bounded if and only if
[(=0)2b " dx € CM(LL(R")).

It would be very satisfying to know an underlying reason for the similarity of these various results to
each other and to Theorem 1.1.

Reformulation in terms of weak factorization. In his proof Nehari used the fact that any function f €
H'(D) could be factored as f = gh with g, h € H*(D), I/l ey = gl 2@y 121l g2y~ In [Coifman
et al. 1976] the authors develop a weak substitute for this. For two Banach spaces of functions, ¢ and
9B, defined on the same domain, define the weakly factored space sd © % to be the completion of finite
sums f = > a;b;; {a;} C o, {b;} C B using the norm

I fllstom = inf{Z lailallbilla = f = Zaibi].

It is shown in [Coifman et al. 1976] that H>(6B")O H?*(6B") = H'(dB") and consequentially
(H*(6B"OH*(8B"))" = BMO(8B"). (1-3)

(In this context, by = we mean equality of the function spaces and equivalence of the norms.) Based
on the analogy between (1-1) and (1-3) we think of & © @ as a type of H' space and of % as a type of
BM O space. That viewpoint is developed further in [Arcozzi et al. 2008].

The precise formulation of (1-1) is the following corollary.

Corollary 1.2. For b € X set Aph =Ty (h, 1), then Ap € (DOD)*. Conversely, if A € (DOD)* there is a
unique b € X so that for all h € (D) we have Ah =T, (h, 1) = Aph. In both cases || Ap |l @ow)* = [|b]l%.

Proof: Ifbe % and f € DO D, say f =2 gihi with 3_ lIgilallhilla < || flacs + ¢, then

|Apf| = ‘Z<gihi,b>@
i=1

x o

> Tulsi hi)‘ < Tl D Ngillalhilla < 1Tl fllacs +©).

i=1 i=1

It follows that Ay, f = (f, b)g defines a continuous linear functional on % © D with || Ap|| < || Tp||.

Conversely, if A € (D © D)*with norm || A|\, then for all f €D
IAf] = IAS- DI < AT Nl Tle = TATF lle.
Hence there is a unique b € 9 such that Af = Ay f for f € 9. Finally, if f = gh with g, h € % we have
1T5(g, W)l = [{gh, b)a| = A, f| = IAf] < AN fllaea < IANgIg I,

which shows that Ty, extends to a continuous bilinear form on % © % with || Ty || < ||All. By Theorem 1.1
we conclude b € X and collecting the estimates that | A|| = || Apll@oay = | Tp |l ~ 11b||x. Il
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There is a bilinear form related to 7;, which was studied earlier and which is also related to a weak
factorization statement. Define Kj, by Kp(f, g) = le f'gb’ dV . It was shown independently in [Coifman
and Murai 1988; Tolokonnikov 1991; Rochberg and Wu 1993] that K}, is bounded if and only if b € .
(In fact the work reported in the last of these papers began as an attempt to prove Theorem 1.1.) Define
the space 8~1(6% ® @) to be the completion of the space of functions f which have f’ = Z,N:1 gihi
(and thus f = 6~! > (8gi)h;)) using the norm

N
1f lo-1 caom) = inf{Z lgillallhille : f = Zg;h,-}.
i=1

Theorem 1.3 [Coifman and Murai 1988; Tolokonnikov 1991; Rochberg and Wu 1993]. K, is bounded
if and only if b € %, equivalently,
@162 0D))* = %.

In fact this follows from Theorem 1.1. In proving that if b € & then T} is bounded we actually show
directly that K}, is bounded and then note that

Ty(f, &) = Ki(f, &)+ Kp(g, £) + (f8b)(0). (1-4)

In the other direction, if Kj is bounded then the same relation shows 7}, is bounded and we can then
appeal to Theorem 1.1.

The representation (1-4) gives an insight into why Theorem 1.1 seems to be more difficult than those
earlier results. The proofs of Theorem 1.3 in the three papers cited give, explicitly or implicitly, estimates
from below for | K, (f, g)|. In proving Theorem 1.1 we need to estimate |7 ( f, g)| from below. Although
the formula (1-4) invites using that representation as a starting point for analysis of 7j. It was unclear
to us how to analyze the potential cancellation between terms on the right hand side of (1-4) and that
potential cancellation appears to be a basic issue here.

Combining the previous two results we have, with the obvious notation:

Corollary 1.4. (DOD)=090OD.

In contrast
(D OD) £ 0'%% 00?9,

To see this note that 8'/2% ©8'/?% = H*(D)OH*(D) = H'(D) and that f(z) = (log(1 —z))*/? satisfies
fled@0D), f'¢ H.

Reformulation in terms of matrices. If Tj, is given by (1-2) with b(z) = >_ b,z" then the matrix rep-
resentation of 7}, with respect to the monomial basis is (b; ;). Nehari’s theorem gives a boundedness
condition for such Hankel matrices; matrices (a; ;) for which a; ; is a function of i + j. There are
analogous results for Hankel forms on Bergman spaces. Those forms have matrices

(+D*G+DPG+j+ 16+ ) (1-5)

with a, § > 0 and are bounded if and only if b(z) is in the Bloch space. The criteria for (1-5) to belong
to the Schatten—von Neumann classes is known if min{a, f} > —1/2 and it is known that those results
do not extend to min{a, f} < —1/2. For all of this see [Peller 2003, Chapter 6.8].
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The matrix representations of the forms 7}, and Kj with respect to the basis of normalized monomials

of 9 are of the form (1-5) with (a, 8) equal to (—%, —1) in the first case and (—3, 1) in the second.

2. Preliminary steps in the proof of Theorem 1.1

Proof of (2) given (1). Suppose Tj, is compact. For any holomorphic function k(z) onD and r,0 < r < 1,
set Syk(z) = k(rz). A computation with monomials verifies that

TSrb(f, g) = Tb(Srf’ Srg)

Asr — 1, S, converges strongly to /. Using this and that 7} is compact we obtain lim || 7s,, — T5|| = 0.
Hence, by the first part of the theorem lim || S,b — b|l¢ = 0. The Taylor coefficients of S,b decay geo-
metrically, hence S,b € &y and thus b € ¥.

In the other direction note that if b is a polynomial then 7} is finite rank and hence compact. If
{bn} C P (D) is a sequence of polynomials which converge in norm to b € % then, by the first part of
the theorem, 7}, is the norm limit of the 7}, and hence is also compact. O

Proof of the easy direction of (1). Suppose that u; is a Carleson measure for @. For f, g € (D) we
have

\Tp(f, &)l = ‘f(O)g(O)TO)+/D(f’(Z)g(Z)+f(Z)g/(Z))mdA

< | £©)50)6(0)| + /D /(8@ ()| dA + /D @8 @ )] dA

12 12
< }(fgb)(0)<+||f||@(/D|g|2dﬂb) +||g||@(/D|f|2dub)

< C(IbO+ luslcme) I fllsligls
= Clbllxll fllzllglla.

Thus T} has a bounded extension to &% x & with || 7] < C||b||«. Il

We note for later that if 7}, extends to a bounded bilinear form on % then b € 9, equivalently, d y, is
a finite measure. To see this note that for all f € P(D), [(f, b)a| = |Tp(f, D] < |1 Tpllll f llas|I1|le. Thus
b e and

Iblla < ClITpl. (2-1)

Disk capacity and disk blow-ups. To complete the proof of Theorem 1.1 we must show that if 7}, is
bounded then u,. = |b'|?dA is a 9-Carleson measure. We will do this by showing that x, satisfies a
capacitary condition introduced by Stegenga [1980].

For an interval / in the circle we let I,,, be its midpoint and z(/) = (1 — |I|/27)I,, be the associated
index point in the disk. In the other direction let /(z) be the interval such that z(/(z)) = z. Let T(I) be
the tent over /, the convex hull of / and z(/) and let T'(z) = T (z(1)) := T (I). More generally, for any
open subset H of the circle T, we define T (H), the tent region of H in the disk D, by

T(H) = | T().

ICH
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For G in the circle T define the capacity of G by

Capp G = inf{||t//||§b :w(0) =0,Rey(z) > 1forz € G}. (2-2)
Stegenga [1980] has shown that u is a @-Carleson measure exactly if for any finite collection of disjoint
arcs {1 j}j.\’: , in the circle T we have

W(UL, map) = cea(U 1), 23)

We will need to understand how the capacity of a set changes if we expand it in certain ways. For
an open arc and 0 < p <1, let I” be the arc concentric with / having length |/]”.

Definition 2.1 (disk blowup). For G open in T we call
Gp=Jran

IcG
the disk blowup (of order p) of G.

The important feature of the disk blowup is that it achieves a good geometric separation between
D\ G, and Gulj) = T(G). This plays a crucial role in using Schur’s test to estimate an integral later, as
well as in estimating an error term near the end of the paper.

Lemma 2.2. Let G be an open subset of the circle T. If w € GL. = T(G) and z ¢ Gﬁ then |z — w| >
(1—Jw]?)".

Proof. The inequality follows from the definition of Gﬁ and the inclusion
T(1?) C {z:lz—z(D] <201 = [2(DD¥}. O

It would be useful to us if we knew there were constants C,, for each 0 < p < 1, such that

Capp, U 1” < C,Capp G. (2-4)
IcG
and
lim C, = 1. (2-5)
p—>1-

Bishop [1994] proved (2-4) but did not obtain (2-5). In a short while we will obtain Lemma 2.8, an
analog of (2-4) and (2-5) in a tree model, and that will play an important role in the proof. After we
show that tree and disk are comparable (Corollary 2.12) we will also have the tree result (2-4), which
will likewise be used in the proof. It remains an open question whether the disk result (2-5) holds.

Tree capacity and tree blow-ups. In our study of capacities and approximate extremals it will sometimes
be convenient to transfer our arguments to and from the Bergman tree I and to work with the associated
tree capacities. We now recall the notation associated to J. Further properties of J are in the Appendix
and a more extensive investigation with other applications is in [Arcozzi et al. 2007].

Let 7 be the standard Bergman tree in the unit disk . That is & ={x} is the index set for the subsets
{ By} of D obtained by decomposing D, first with the circles Cy ={z:|z| =1 —27%), k=1,2,...and then
for each k£ making 2k radial cuts in the ring bounded by Cj and Cy;. We refer to the {B,} as boxes and
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we emphasize the standard bijection between the boxes and the intervals on the circle {/ (B, )} obtained
by radial projection of the boxes. This also induces a bijection with the point set {z((By))} in the disk;
furthermore, z(/ (By)) € By. At times we will use the label x to denote the point z(I (By)).

J is a rooted dyadic tree with root {0}, which we denote by o. For a vertex x of J we denote its
immediate predecessor by x ! and its two immediate successors by x,. and x_. We let d(x) equal the
number of nodes on the geodesic [0, x]. The successor set of x is S(x) ={y €T : y > x}.

We say that S C J is a stopping time if no pair of distinct points in § are comparable in J. Given
stopping times E, FF C J we say that F > E if for every x € F there is y € E above x, that is, with
x > y. For stopping times F > E denote by G(E, F') the union of all those geodesics connecting a point
of x € F to the point y € E above it.

The bijections between {B,}, {I (By)}, and {z(/(By))} induce bijections between other sets. We will
be particularly interested in three types of sets:

o stopping times W in the tree 7,
o J-open subsets G of the circle T,
T

-tent regions I" of the disk D.

The bijections are given as follows. For W a stopping time in J, its associated J-open set in T is the
T -shadow Sg (W) = J{I (x) :x € W} of W on the circle (this also defines the collection of J-open sets).
The associated J-tent region in D is T3(W) = U{ T(I(x)):x € W} (this also defines the collection of
I -tent regions).

At times we will identify a stopping time W = Wy in a tree J with its associated J-shadow on the
circle and its J-tent region in the disk and will use W or Wg to denote any of them. When we do this
the exact interpretation will be clear from the context.

Note that for any open subset E of the circle T, there is a unique J-open set G C E such that E\ G
is at most countable. We often informally identify the open sets £ and G.

For a functions k, K defined on J set

Ik@)= > k(). AK@)=K@x)-K@)

yelo,x]

with the convention that K (0™) = 0.
For Q € J a point x € T is in the interior of Q if x, x ™', x,, x_ € Q. A function H is harmonic in
Q if
H(x) = 3[H™) + H(xy) + H(xo)] (2-6)
for every point x which is interior in Q. If H = I'h is harmonic then for all x in the interior of Q
h(x) = h(xy) +h(xo). -7

Let Capg be the tree capacity associated with J:

Capy(E) = inf{||f||§2(g) :If = 1onE}. (2-8)



BILINEAR FORMS ON THE DIRICHLET SPACE 29

More generally, if E, F C J are disjoint stopping times with F' > E, the capacity of the pair (E, F),
commonly known as a condenser, is given by

Capgz(E, F) = inf{|| f |25, : 1f = Lon F, supp(f) € U S(e)}. (29)

ecE

Let Ty be the rotation of the tree J by the angle 6, and let Capy, be the tree capacity associated with
Jp as in (2-8), and extend the definition to open subsets G of the circle T by

Capg,(G) = inf{ D f@)?If(B) = 1for f e Ty, I(B) C G}.

k€T

This is consistent with the definition of tree capacity of a stopping time W in Jg; that is, if
G=U{Ik) :x e W},

we have
Capg, (W) = Capg, ({0}, W) = Capg, (G).

When the angle 6 is not important, we will simply write J with the understanding that all results have
analogues with Jy in place of J.

We will use functions on the disk which are approximate extremals for measuring capacity, that is
functions for which the equality in (2-2) is approximately attained. A tool in doing that is an analysis of
the model problems on a tree. The following result about tree capacities and extremals is proved in the
Appendix.

Proposition 2.3. Suppose E, F C J are disjoint stopping times with F > E.

(1) There is an extremal function H = I h such that Cap(E, F) = ||h||§2.
(2) The function H is harmonic on I \ (E U F).

(3) If S is a stopping time in T, then Y, _¢ |h(k)| <2Cap(E, F).

(4) The function h is positive on G(E, F) and zero elsewhere.

Definition 2.4 (stopping time blowup). Given 0 < p < 1 and a stopping time W in a tree I, define the
stopping time blowup Wg of W in J as the set of minimal tree elements in {R”x : x € Ty}, where Rk
denotes the unique element in the tree J satisfying

0 < R’k <k, pd(x) < d(R’k) < pd(x)+ 1. (2-10)

Clearly W/ is a stopping time in . Note that R') = k. The element R”x can be thought of as the
p-th root of k, since |R”x| = 2~4R%) ~ 2=pd() — ||/,

If W is a stopping time for J and Woﬁf is the stopping time blowup of W, then there is a good estimate for
the tree capacity of WJOE given in Lemma 2.8 below: Capg ({0}, WJﬁ) < p~2 Capg ({0}, W). Unfortunately
there is not a good condenser estimate of the form Capg(WJﬁ, W) < C, Capg({o}, W); the left side can
be infinite when the right side is finite. We now introduce another type of blowup, a tree analog of
the disk blowup, for which we do have an effective condenser estimate. We do this using a capacitary
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extremal function and a comparison principle. Let W be a stopping time in J. By Proposition 2.3, there
is a unique extremal function H = I'h such that

Ih(x) = Hx) =1 forx e W  and Capy W = ||h]7,. (2-11)

Definition 2.5 (capacitary blowup). Given a stopping time W _in J, the corresponding extremal H sat-
isfying (2-11), and 0 < p < 1, define the capacitary blowup WJOE of W by

W2 ={r e 4o}, W) : H(t) > p and H(x) < p forx < t}.
Clearly @ is a stopping time in 7.
Lemma 2.6. Capg VV? < p~2Capgy W.

Proof. Let H be the extremal for W in (2-11) and set h = AH, h” =h/p and H” = H/p. Then H” is a
candidate for the infimum in the definition of capacity of WJJB, and hence, by the comparison principle,

wP P2 1\2,, 2 )
Capy WJ < "I = () WhllZ: = p™ Capy W. 0
The next lemma is used in the proof of our main estimate, (3-1). It requires an upper bound on
Capp(G). However, (3-1) is straightforward if Capp(G) bounded away from zero so that restriction is
not a problem. In fact, moving forward we will assume, at times implicitly, that Capp(G) is not large.

Lemma 2.7. Capg (W, @) < ﬁ Capg W provided Capy W < (1 — p)?/4.
4

Proof. Let H be the extremal for W in (2-11). For ¢ € @ we have by our assumption,

h(t) < |[hllp < /Capg W < 3(1—p),
and so
H(t) = H@t ) +h(t) < p+5(1—p) = 3(1+p).
If we define ﬁ(t) =2/(1—p) (H(t) — %(1 +p)), then H < 0 on @ and H=1on W. Thus H is a
candidate for the capacity of the condenser and so, by the comparison principle,

— _ . 2 \2 4
Capy (W, W5) =11 & Bl wyy = 18 Al = (125) Whlipgy = (=553 Copg W. O

We also have good tree separation inherited from the stopping time blowup Wg. This gives our
substitute for (2-4) and (2-5).
Lemma 2.8. Wg C Wdﬁ as open subsets of the circle or, equivalently, as J-tent regions in the disk.
Consequently Capg Wéf < p~2Capgy W.
Proof. The restriction of H to a geodesic is a concave function of distance from the root, and so if
o<z<weW,then

B d(z)
d(w)

d(z) _d(®) —
d(w)H(w) = d(w) >p, z€ W,

H(z) > (1 )H(o)+

and this proves W§ C V/V? The inequality now follows from Lemma 2.6. O
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Holomorphic approximate extremals and capacity estimates. We now define a holomorphic approxi-
mation O to the extremal function H = Ih on J constructed in Proposition 2.3. We will use a parameter
s. We always suppose s > —1 and additional specific assumptions will be made at various places. Define

1—|K|2 1+s
§0k(Z) - ( 1 — ) )
—KZ

1— |K|2 1+s
D(x) = D h(K)pe(2) = Zh(x)( ) : (2-12)

1—%
xked xked <

Note that forz € I

D hw®)16:() = I(Zh(x)ax)(r) = Ih(1) = H(7),

KkeT Ked
and so
D(z) — H) = D_h(){pe — 15 (2). (2-13)
Kked
Define T's by

(1—1¢1)

D (1 —¢lts

and recall that for appropriate constant ¢, c;I'y is a projection onto holomorphic functions [Zhu 2005,
Thm 2.11]. For notational convenience we absorb the constant ¢ into the measure dA. Thus for 1 € P (D),

dA, (2-14)

Ish(z) = h(z). (2-15)

We then have ® = I';g where
(1—zx)l+s
|Bel (1—1¢1%)

and B, is the Euclidean ball centered at x with radius ¢(1 — |x|) where c is a small positive constant to
be chosen later. The function O satisfies the following estimates.

g() =D h(x)

ke

B (), (2-16)

Proposition 2.9. Set F = EZ} and write E = {wy}. Suppose z € D and s > —1. Then

|(D(Z)—(D(wk)| < CCapg(E, F), Z € T(wk),

Re ®(wr) = ¢ > 0, k>1,

2-17)
|®(wi)| < C, k>1,
|(D(Z)| S Ccapg(Es F)a Z ¢ F

Corollary 2.10. Let the situation be as in the proposition. If s > —% then © = I';g, where g satisfies

[ 1)Pda < € Capy (£, F; @-18)
D
and if s > % then

IPIIE, < /Dlg(g’)lsz < CCapy(E, F). (2-19)
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Proof. From (2-13) we have

0@ —H@I < D [h) @) — 1|+ D 1h()ec @) = 1(z) +11(2).

x€lo,z] xélo,z]

Also, h is nonnegative and supported in Vg \ V5. We first show that

1—|K|2 I+s

i) < >, h(x)' — < CCap(E, F).
1—%xz

k¢lo,z]
For A > 1 let

il 1—|x? .

Qi =1xeT A7 < —| < A7/},

1—%z

Lemma 2.11. For every j the set Q; is a union of two stopping times for J.

Proof. Let Q} be the subset of Q; of points whose distance from the root is odd and set Q? =Q;\ Qi.

We will show both are stopping times; that is, if forr =1,2, x € Q;, AeT,andk € o, 1), then 1 ¢ Q;.
Set ok = 1 — k. We have

1_/_11 B 1—|K|2 1 — (x4 0x)z

T=PR T 1=DP ] 1=
Il L P St A B e L R Bt B T IR Y (2-20)
=P [T=P T=l?| = 1=12P\[T= x| 1—IxP

By the construction of the tree (1 — |x|?) ~ 2°(1 — |A|?) for some positive integer s, and if ¥ and A are
in the same Q;. then s > 2. Also, by the construction of J, we have

k2l _ V20— IkDIzl _ V2

1— x> — 1—|x2 ~ 27
and hence we continue with ~ s
‘ 11— |;11|Z2 = 4(Aj B 72)
We are done if A/+! <4(A/ —+/2/2) for each j. That holds if A <4(1 —~/2/2) < 1.17. O

Now by the stopping time property, item 3 in Proposition 2.3, we have

D (k) < CCapg(E. F), j = 0.

KEQ]'

Altogether we then have

o0
I(z) < DD h)A/") < ¢, Capy (E, F).
j:OKEQj

If ze D\ F then I(z) = 0 and H(z) = 0 and we have
|@(2)| = |(z) — H(z)| < (z) < C;sCapg(E, F),
which is the fourth line in (2-17).
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If z € T(w;), then for x ¢ [0, w;] we have |g,(w;)| < Clg.(z)], and for k € [0, z] we have

19 (2) — px (W) = — - —
1—«kz l—kw;

Thus for z € T(wj.‘),

|z —w;l
T =k

PG — D)l < D h)lpe@) — o) +C D h)lge(2)]

KE[O,U)?] kélo,z]

|z —wjl
=G 2 hT— 5 +ClE) < C Caps(E, F),
KE[(),U)?]

since h(x) < C Capy(E, F) and D’ I 5~ I 5. This proves the first line in (2-17).
kelo,w;] I_IKI 1_|wj|

Moreover, we note that for s =0 and « € [0, w;],

[ B [

Re ) = Re = -
o)) 1 —&w; 11— &w; 2

(I—xw;) >c> 0.

A similar result holds for s > —1 provided the Bergman tree I is constructed sufficiently thin depending
on s. It then follows from >, ., ,, 1 A(x) =1 that

Re®d(w;) = Z h(x)Re g, (w;) + Z h(x)Re g, (w;)

K€lo,wj] ké¢lo,w;]
>c¢ > h(k)—CCaps(E, F) > c' > 0.
x€lo,w;]

We trivially have

[®(w))| <1(z)+1(z) < C > hix)+C Capg(E, F) < C,

ke€lo,w;]

and this completes the proof of (2-17).
Now we prove (2-18). From property 1 of Proposition 2.3 we obtain

I (=gt ?
[ isrraa= [ >0 e 5 ] 44
= S P [ BT s S e ~ cany (2 )
~ B S5, (T=1cP> T & |
Finally (2-19) follows from (2-18) and [Boe 2002, Lemma 2.4]. O

Corollary 2.12. Let G be a finite union of arcs in the circle T. Then
Capp (G) ~ Capg(G), (2-21)

where Cappy, denotes Stegenga’s capacity on the circle T.
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Proof. To prove the inequality S in (2-21) we use Proposition 2.9 to obtain a test function for estimating
the Stegenga capacity of G. We take F = {0} and E = G in Proposition 2.9. Let ¢, C be the constants
in Proposition 2.9, and suppose that Cap(E, F) < c¢/(3C). Set ¥ (z) = %(d) (z) — ®(0)). Then ¥(0) =0
and

ReW(z) = %{Re ®(z) —Re D(0)} > %{c —2CCapy(E.F)} > 1, z€G.
By definition (2-2) and (2-19) we have, for G C T,
3

3 2 2
Capp(G) < P2 = (E) 13 < (E) C Capy(E, F) < C Capy E = C Capy G.

To obtain the opposite inequality we use y € 9, an extremal function for computing Capp, G. For
R >0, zeDlet B(z, R) be the hyperbolic disk of radius R centered at z. Pick R large enough so that for
all « € I\ {0} we have B(x, R) D convexhull(B, U B,-1). Our candidate for estimating Cap is given
by setting /(0) = 0 and

h(c) = (1 — [x[*)sup{ly'(2)| : z € B(x, R)}; x € T\ {o}.

We have the pointwise estimate

Rey(B) < lwB) < D we)—p ™)
x€lo, Bl

< Z |zc—;c_1|sup{|l//’(z)| 1z € segment(;c,rc_l)} <C Z h(xk) = CIh(p).
xelo, ] x€lo,B]

We have the norm estimate, with z(x) denoting the appropriate point in B(x, R),

(1—1x2))?

— ly'(2)|* dA
|B(xc, R)| JB(c,R)

7y = D (1= 1Dy )P < €D

ked xked

ey [ werasc [ worasci,
B D

xeT (,R)

Here the first inequality uses the submean value property for the subharmonic function |y’(z)|?, the
second uses straightforward estimates for | B(x, R)|, and the next estimate holds because the B(x, R) are
approximately disjoint; D xp(c,r)(z) < C. Recalling definition (2-8) we find

cap. G < ||’ = € capr, G 0
aPpgy U = EV/@—g app G.

Abbreviate Capg, by Capy, and let Ty(E) be the Ty-tent region corresponding to an open subset £

of the circle T. Recall that T(E) = |J T'(I). Now define M by
ICE

Ty(E)) dO
M:= sup Ju 1Ty (E)) 4O (2-22)
Eopen CT f‘n’ Capa (E) do

Corollary 2.13. 246118 g ey = M.
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Proof. Using Corollary 2.12 and Ty(E) C T (E), we have

M<C sup fqyﬂb(T(E))dQ_C wp AT (E)

- ~ sl
E open CT fT Cap[[]) (E) do E open CT Cap[l])(E) CME)

where the final comparison is Stegenga’s theorem. Conversely, one can verify using an argument in the
style of the one in (2-25) below that for 0 < p < 1,

o E) = € [ us(To(ER)) 40 = CM | Capy(E)d0 ~ €M Capy (£]) < €M Capy (£).
T T

Here the third line uses (2-21) with Elﬁ) and 7 (@) in place of G and I, and the final inequality follows
from (2-4). Thus from Stegenga’s theorem we obtain

wb(E)
luplZppn = sup ——— < CM. O
cM@) E open CT Cap[]j) (E)
Given 0 < 0 < 1, let G be an open set in T such that
Ty (G))do
Jr 16(Ty(G)) SM. 2.23)

>
[y Capy(G)do ~

We need to know that u b(Vg \ Vi) is small compared to u; (V). This crucial step of the proof is where
we use the asymptotic capacity estimate Lemma 2.8.

Proposition 2.14. Given ¢ > 0 we can choose 6 = d(¢) < 1 in (2-23) and f = B(¢) < 1 so that, for any
G satisfying (2-23), we have

ws(VENVG) < eup(Ve), (2-24)
where Vg = Gé) and Vg = Gulj, =T(G).

Proof. Let G* (0) = G@e. Lemma 2.8 shows that Cap,(G” (0)) < p~2 Cap,(G) for0<0 <2z,0<p <1,
and if we integrate on T we obtain

[ cans(cr @t < 52 [ cany(Gao.
T T

From (2-22) and (2-23) we thus have

1
[ nltGr @ do < u [ Capy(G* @) a0 < Mp~ [ Capy(G)a0 < - [ st do.
T T T P JT
It follows that

/ 15Ty (GP (O))\ Ty(G)) dO) = / 1o(Ty(G? (9))) db) — / 1o(Ty(G)) db
T T T

< (55 -1) [ ma@yao.
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Now, with n = %(p +1),

/ 1o (To(GP O)\ Ty(G)) dB) = / / diup(z)d > / / diup(2) do
T T JTp(G*()\Ty(G) T JTp(GP (O)\T(G)
. / / dpp(z) dO (2-25)
T JTy(G*(O)\T(G)

1 1
_ / L / d0dyn(@) = 3 / diin(2),
D <7 J{0:2eTy(G? (O)\T(G)} T(G%)\T(G)

since every z € T(G%) lies in Ty (G” (0)) for at least half of the °s in [0, 27). Here we may assume that
the components of Gﬁ) have small length since otherwise we trivially have f1T Capg)(G)db > ¢ > 0.
We continue with

1 1 C
M < ;/dﬂb < bl < ST (2-26)

Combining the inequalities above, using p =2#—1, 1/2 < p < 1, and choosing J = #, we obtain
1
TGO\ T(G)) = 2($ - 1) [ anm@nao
T

1
_ 2(m—1) /T p(To(G))d6 < C(1— 1) /T 1p(Ty(G)) do,

for 2 < < 1. Recalling that V! = T(G}}) and that for all § we have Ty(G) C T(G) = V this becomes
Hs (VN Va) = CU=n) [ an(T(Gd < €= sVl § =<1,
T

Hence given ¢ > 0 it is possible to select d and S so that (2-24) holds. g

Schur estimates and a bilinear operator on trees. We begin with a bilinear version of Schur’s well
known theorem.

Proposition 2.15. Let (X, 1), (Y,v) and (Z, ) be measure spaces and H(x, y, z) be a nonnegative
measurable function on X x Y x Z. Define, initially for nonnegative functions f, g,

T(f, g)(x) =/Y ZH(x,y,Z)f(y)dV(y)g(Z)dw(Z), x e X,

For 1 < p < o0, suppose there are positive functions h, k, and m on X, Y, and Z respectively such that

H(x, y, 2)k(y)" m(z)" dv(y) do(z) < (Ah(x))?,
YxZ
for p-a.e. x € X, and
/X H(x, y, 2)h(x)? du(x) < (Bk(y)m(z))",

forv x w-a.e. (y,z) €Y x Z. Then T is bounded from LP(v) x L?(w) to L?(u) and | T|| < AB.
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Proof. We have

) , p/p
/ TF)P dutx) < / ( H(x, v, k() m(2)? dv(y)dw(z))
X X YxZ

([ e (f2Y an(E2Y dow)auw

< A"/YXZ(/ H(x,y,2)h(x)? du(x ))(i((y))) v(y )(g((z))) dw(z)

<ars [ kormr(£3) v (55 do

_ (4B)? /Y FO)? dv(y) /Z ¢(2)? doo(2). =

This proposition can be used, along with the estimates

(1- |U)|2)t f ifc <0, t>—1,
/ W(jw ~ 1—C;log(l— |Z|2) ifc=0, t> —1, 2-27)
o|l—
C,(1—1z»)~ ifc >0, 1> —1,

to prove a corollary we will use later [Zhu 2005, Thm 2.10].
Corollary 2.16. Define

(1—|w»” a (1—|w]?”
Dmf( w)dw, Sf(z) =1- ||)/Wf( )duw.
Suppose t € Rand 1 < p < oo. Then T is bounded on LP (D, (1 — |z|*)'dA) if and only if S is bounded

on LP(D, (1 —|z|?)'dA) if and only if

Tf(z) = (1—z*)"

—pa <t+1 < pb+1). (2-28)

We now use Proposition 2.15 to show that if &, B C T are well separated then a certain bilinear
operator mapping on £%(s4) x £2(%) maps boundedly into L?(D).

Lemma 2.17. Suppose si and B are subsets of T, h € €>(sl) and k € £>(B), and 1/2 < o < 1. Suppose
further that A and B satisfy the separation condition, Vx € d, y € B, then we have

K=yl = =y (2-29)
Then the bilinear map of (h, k) to functions on the disk given by
T(h,b)(z) = (Zh( )(1 — I ;f)(z (7 )(1 — 'Z' ﬁf)
ke
is bounded from €*(A) x €2(B) to L*(D).
Remark 2.18. For h € (?(s) and b € £*(B) set

_ 2\1+s _ 2\1+s
H) = Zh()( |x|7) B(z) = Zb()( 171%) '

2+4s lI+s
Kesd ) yER )
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By [Zhu 2005, Thm 2.30] H € L?(D) and B € %. There are unbounded functions in %; hence these facts
do not ensure that HB € L*(D). The lemma shows that if s¢ and 9 are separated then HB € L*(ID).

Proof of Lemma 2.17. We will verify the hypotheses of the previous proposition. The kernel function
here is

(L= e (L= |y[HI*s
|1 —EZ|2+S |1 _7Z|1+s ?

H(Z9K5V)= ZED,KE&&,)/G%,
with Lebesgue measure on D and counting measure on & and %B. We will take as Schur functions

h(z) = (=124, k(k) = A= |xHY4, and m(y) = (1 —[y/H*%

on D, s and A respectively, where ¢ = ¢(a, s) > 0 will be chosen sufficiently small later. We must then
verify

1= lx 2\3/2+s 1— 2\14¢e+s
>3 D O < a2 2:30)
ked ye®B |1_KZ| |1—VZ|
for z € D, and
(1 =[x H)Fs (1= |p|P)*s _
(1— 1z 2dA < B*(1 — |[x[H)'2(1 = |y ?)* (2-31)

D |1 —EZ|2+S |1 —7Z|1+s

for k € sl and y € AB.
To prove (2-30) we write

Z Z (1 _ |K|2)3/2+s (1 _ I,YIZ)H-S-H _ Z (1 _ |K_|2)3/2+S Z (1 _ |y|2)1+8+s
|1—EZ|2+S |1—7Z|1+s |1—EZ|2+S = |1—7Z|1+S .

ke yeR Kesd

Then from (2-27) we obtain

1 12Y3/2++s 1y —1/2+s
3 AW el

dw < C(1—|z]>)~?
Tt S T (=1

ked

and

1 = |y|2)I+ets 1 — |72y~ 1+ets
paLe ey S RS
(eVe

— | 1+s __ 14 —
L S 11— z|Its

which yields (2-30).
We now prove (2-31). We will make repeated use of (2-29) as well as the following consequence of
it (via the triangle inequality):

(1—1|x*) < Clk—y| forallx € s, y € B.

Jd

Iy_l’ and we express the integral

K
Wesetx* = —, y* =
x|
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(A=l A =lyP)'

P12 aA =
TR oy (TR dA = I IV 4V

as a sum of integrals over five regions:

I over {lz—y*| < 1—|y*},

IL over {1 —|y]* < z—»*| < Llx — 1},
I over {|z —x*| < 1—|x|*},
v over{l—IKI2 <lz—«* < %|K—V|},

V over {|lz—y*|, 1z —x*| = [k —yl}.

We have

1— 2\1+s
I~ ( |K| ) (1—|Z|2)_1/2dA
2+4s
e =7l la—y*|<1-Iy P2

o U=l =y )2
|K—V|2+S

~ (I—|x ) (1=]pH* / (1—|z»H)~12
1—|y[2<lz—y*| <5l —y|

< CO—x ) 2=y )72,

II dA

|K—y|2+s |Z_V*|l+s

L A=) A=y

i —y|>Fs 1=yl
(=[x 2+ (1= [y 2)>2 )
= |K—y|2+s S C(1_|K|2)1/2(1—|}’|2)3(] 0!)/2’

(I—lH)2 A=y
|K—V|1+S

=~ < CU=lx)! 2=y,

IV < C(—x»)"?(1—1y*)*  forsomee > 0,

v%/' A=kP)™ A=pPD™ (o,
lz—y*|,lz—K*|> k=7 |Z_K*|2+s |Z_y>k|l+s

L A=k a—ppHt*

o = CU— ) (P, =

3. The main bilinear estimate

To complete the proof we will show that u; is a @-Carleson measure by verifying Stegenga’s condition
(2-3); that is, we will show that for any finite collection of disjoint arcs {/ j}yzl in the circle T we have

(UL, 70) = ccm(UL 1)
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In fact we will see that it suffices to verify this for the sets G = U?]:l I; described in (2-23) that are
almost extremal for (2-22). We will prove the inequality

#6(Vo) < ClITy|I* Capg (G). (3-1)
Once we have this, Corollary 2.12 yields

_ o (15(G)) do (Vo) 2
= [ Capy(G)dd =  CapyGyao = NI

By Corollary 2.13 || up ||2C Mm@ M which then completes the proof of Theorem 1.1.
We now turn to (3-1). Let % < f < pB1 <y <a <1, with additional constraints to be added later.
Suppose G (2-23) with ¢ > 0 to be chosen. We define in succession the following regions in the disk:

Vo =T5(G),  VE=Gg,  Vi=OY"  vE=wmdy

Thus V is the T-tent associated with G, V{ is a disk blowup of G, V(y; is a J-capacitary blowup of V7,
and Vg is a disk blowup of Vé. Using the natural bijections described earlier, we write

Vo = {whe, V& ={wih, Vi={wlhk  VL={wl), (3-2)

with wy, wy, w}(’, wf € 7. Following earlier notation we write E = V§ and F = Vé.

We proceed by estimating 75 ( f, g) for well chosen f and g in 9. Let ® be as in (2-12); we then have
the estimates in Proposition 2.9 and Corollary 2.10. Set g = ®?; then g is approximately equal to yvy,;.
The function f will be, approximately, by, ;

1 / YO —IcP)  dA
=Is(———=yv,b = — —. 3-3
1@ = Tl 1l ()0 /V (BT (3-3)
We now analyze Tj( f, g). From (3-3) and (2-15) we have
/ b1 =11 / b'( O =11’ / /
= —— =7 dA =b'(7) - ———— " dA=0b AD'(2),
e /vc (1-¢z)*+ © pwve  (1—¢2)** @A
where the last term is defined by
/ b1 =)

Ab = — ———— " dA. 3-4
© /D\VG (1 —¢2)ts G4

We have
Ty(f, g) = (f*b)(0) + /D (@@ +2f ()P ()} 0 ) (2)dA =: () +2)+B)+ @), (3-5)

with

(1) = (9°5)(0), 3)=2 /D O () f () T@ dA,

@) = /D FOPOEPdA, (@) = /D AV @) BE) D () dA.
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Now we write
@ = [ W@roE - { [+f, +]f }|b’(z)|2<1>(z)2dA = @1 +Cp) + o). (3-6)
D Vo JVEve JonVE
The main term is (24). By (2-17) and (2-1) it satisfies

24) = up(Vo) + /V b’ (@) (@(2)*~1)dA = up(VG) + O(|IT,|1* Capy (E, F)), (3-7)

Rearranging this and using (3-5) and (3-6) we find
15(V) < Cl\Ty||> Capg (E, F) +1Tp(f, )| + (D] + (28) + 2c) + 13)| + |@)]. (3-8)

Using the boundedness of T}, and Corollary 2.10 we have
ITo(f, @) = |To(f, @) = |Tp(f @, D) < T f Pl @le < CITpllll f Plla/Capg (E, F). (3-9)
For (1) we use the elementary estimate
(D] = CIIbII3 Capg (E, F) < CIIT,|)* Capg (E, F).
For (25) we use (2-24) to obtain
(25) < Cup(VE\V6) = Coup(Ve). (3-10)
Using (2-17) once more, we see that (2¢) satisfies

(2c) = /D '@ (Cap.p Caps (E, F))*dA < C||Ty||* Capg (E, F). (3-11)
\Ve

Putting these estimates into (3-8) we obtain
1 (Vo) < C(ITy|* Capg(E, F) + I To ||| f ®lls/Capg (E, F) +(3)] + 1(4))). (3-12)
For small positive ¢ we estimate (3) using Cauchy—Schwarz as follows:
13)] = 2/ |D(2)b' ()] (2) f (2)| dA
D

/ 2 C / 2
se/D@(z)b @)l dA+;/DId>(z)f(z)| dA
— () + Ga).

Using the decomposition and the argument surrounding term (2) we obtain

Gozelf +[ + [ NOQ@KEPA £ ColuVe) + CITIE Caps (. F). G-13)
ve Jvbve Jowvg
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To estimate term (35) we use

O (G ©)©

(-l
Jve |1 _ZZ|1+S

(1 |V|2)l s / 2

_ | l+s
yeTNVg [1=7z]

lf @I =

6'(¢)1dA

1— 2\1+4s
Z ( 719 b(y),

| l+s
yETNVG 11 =7z

where

2 / 201 _1~12\2 — ’ 2
IO /By'b@' (1= IcPPda©) /VG“’(C)' dA.

yeINVg yeINVg

We now use the separation of D\ V5 and V. The facts that s{ =supp(h) CD\ VS and B=IT NV C
Vg, together with Lemma 2.2, ensure that (2-29) is satisfied and hence we can use Lemma 2.17 and the
representation of @ in (2-12) to continue with

(3p) = /D |0'(2) f (2)|*dA < C(Zh(xf)(
xed

We also have from (2-1) and Corollary 2.10 that

(zh(K)2)(Zb(V)2) < CCapg(E, )T,
ked

yERB

Zb(y)z).

yERB

Altogether we then have
(35) < C Capg (E, )T, ]1%, (3-14)
and thus also
)] < eus(V) + CITy|I* Capg (E, F). (3-15)

We begin our estimate of term (4) by

|(4)] = ‘/DAb’(z)Wz)cD(z)sz’ < //D b/ (2)®(z) |2 dA \//D|Ab’(z)<1)(z)|2dA, (3-16)

where the first factor is 4/(34)/¢. We claim the following estimate for the second factor,

V@) = | OAD || 2y

Lemma 3.1. (44) =/ |®(2) AL (2)]*dA < Cup(VE\ Vi) + C|I Tyl Capy (E, F).
D
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Proof. From (3-4) we obtain

b'()(1— |C|)S
4,) =
() / {/V/’\VG /D\Vﬁ} (1 —z)s aa

)10 — I
<cfwar(/, I dA) aa+c [ 1oEP

G

=: (444) + (4aB).

Corollary 2.16 shows that

PO~ A Co (v
o= [ ([ » ) aa<c [, WO =Cu v\ Vo)

e 11—z I\Ve

dA

a’A

[ peaur,
oy (1—Cz2)%

We write the second integral as

(4a5) = {/ /D\V/}@( P

where, by Corollary 2.16 again,

dA =: (4aBa) + (4aBB),

[ pou-iar,
o\t (1—¢z)%Fs

(44pp) < C Capy(E, F)* / Ib'()|*dA < C||T,||* Capy (E, F)* < C||Tp||* Capy (E, F),
D

where the final estimate, Capg(E, F)) < C, follows from our assumption that Capp (G) is small. Indeed,
(2-4) then shows that Capp,(E) is small and hence Capg(E) is small as well by Corollary 2.12. Lemma
2.7 then shows that Capg(E, F) is small, and in particular bounded.

Finally, with f < 1 <y <a <1, Corollary 2.16 shows that the term (44 B A) satisfies the following
estimate. Recall that V/; = |J J] and w =z(J]). Weset Ap =1{k:J! C J '} and define £(k) by the
condition k € A). From Lemma 2.2 we have 51delength(J ) < 31delength(J f Wr, with p = B1/y.

Hence
G =c [ ( / y %da)zm
Bl
/ _ s 2
~ CZ Zkﬁéllﬁk | /ﬂl ( /W 'b/l(f)_l(;dz'i')s d() dA

¢

Biye(y—p1) 1B (O —1¢D)?°
= Ve /Vgl (/[D\Véf 11— ¢z|2+s ¢ dA

< CIVDEO=P b2 < C||Ty|)? Capy (E, F).
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We continue from ((3-16)). We know that |(4)| < +/(34)/e+/(44) We estimate (34) using (3-13) and
(44) using Lemma 3.1. After that we continue by using (2-24) so

@)1 = \JCup(Ve) + CITy 12 Capy (E, F) x | Cup(VE\ Vo) + CITy 12 Capy (B, F)  (3-17)

< JCus(Ve) + CITyI? Capy (E, F) x \Jeps (Vo) + CIITy > Caps (E, F)

< Veur(Vo) + Cy ,Ub(VG)\/”Tb”2 Capy(E, F) + C||Ty||* Capy (E, F).
Now, recalling that ' ="+ Ab’,

1S3 < C/|(1>’(Z)f(Z)I2dA+C/Iq)(Z)(b'(z)-l—Ab/(z))lsz (3-18)

1
<C@Bp)+ CE(3A) + C(44).
< Cup(V6) +CIITy || Capg (E, F),
by Lemma 3.1 and the estimates (3-13) and (3-14) for (34) and (3p). O
Using Proposition 2.14 and the estimates (3-15), (3-17), and (3-18) in (3-12) we obtain

1s(V6) < Veur(Ve) + C|ITp | Capy (E, F)+CJ T 112 Capg (E, F)v/ 1up(V)
< Veup(Vg) + C|Ty||* Cap4 (E, F).

We absorb the first term into the right side. Now using Lemma 2.7, Lemma 2.8 again, and Corollary
2.12 we obtain
Capg(E, F) < CCapp G.

Finally we have
15(Ve) < C||Ty||* Capg (E, F) < C||Tp||* Capy G,

which is (3-1).

Appendix: Tree extremals
Let E be a stopping time in J. Recall that
Capy(E) = inf{||h||§2 : Ih > 1onE}. (A-1)

We call functions which can be used in computing the infimum admissible.

Much of the following proposition as well as Proposition 2.3 could be extracted from general capacity
theory such as presented in, for instance, [Adams and Hedberg 1996]. Statement (3) is the discrete analog
of the fact that continuous capacity can be interpreted as the derivative at infinity of a Green function.

Proposition A.2. Suppose E C J is given.
(1) There is a function h such that the infimum in the definition of Capg (E) is achieved.

(2) Ifx ¢ E,
h(x) = h(xy) +h(xo). (A-2)
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(3) h(o) = A%
(4) h is strictly positive on (o, E) and zero elsewhere.

(5) Ih|g = 1.

Proof. Consider first the case when E is a finite subset of J. Multiplying an admissible function by the
characteristic function of 4(o, E) leaves it admissible and reduces the £2 norm. Hence we need only
consider functions supported on the finite set of vertices in 4(o, E). In that context it is easy to see that
an extremal exists, call it 2. Now consider (2). Suppose x € J \ E and consider the competing function
h* which takes the same values as & except possible at x, x4, and x_ and whose values at those points
are determined by

(i) h*(x) +h*(xq) = h(x) +h(xy) and 2%(x) + 2% (x-) = h(x) + h(x-),

(i) h*(x)% 4 h*(x1)? + h*(x_)? is minimal subject to (i).

Then A* is admissible, ||h*||?2 < ||h||§2, and, doing the calculus problem, i2* satisfies (A-2). Hence h
must satisfy (A-2).

If h(x) < 0 at some point, replacing its value by zero leaves the function admissible while reducing
the £ norm, hence & > 0. To complete the proof of (4) we must show that we cannot have an x € (o, E)
at which A(x) = 0. Suppose we had such a point. By (A-2) and the fact that 2z > 0, we have 2 =0 on
S (x). Hence by admissibility 74(x~') > 1. Let y # x be the point such that x ~! =y~ If 4(y) > 0 then
setting /(y) = 0 we would decrease the £> norm while keeping the function admissible. Thus A(y) =0
and, by (A-2), h(x~!) = 0. Continuing in this way we find that 7 = 0 an the geodesic from o to some
e € E, an impossibility for an admissible function. Item (5) is a consequence of this. If /h(e) > 1 for
some ¢ € E and h(e) > 0 then we could decrease % (e) slightly, reducing the norm of 4 and still have &
admissible thus contradicting the supposition that 4 is extremal.

It remains to show (3) and we do that by induction on the size of E. If E = {e} is a single point having
distance d — 1 > 0 from o then the extremal is 7 = 1/d on [0, ¢] and ||h||§2 =d(1/d)*> = h(o). Given E
with more than one point, let z be the uniquely determined branching point in (o, E) having the least
distance from the root. Consider the rooted trees I+ = S(z+) withroots z+. Set Ex = ENJ 1 and let A
be the extremal functions for the computation of Capg, (E+). By induction, we have ||+ ||?2 =hi(z4).
From properties (1)-(5) satisfied by the extremal functions 4, # and # it is easy to see that

A=Th()he(x) ifx € G(z1),
h(x) = {h(o) if x € [o, 7],

0 otherwise.

In particular, 7h(z) = dh(o) if there are d points in [0, z] such that

h h_(z— h h_(z-
o) = (@) = hep) (e = THEIRE)  BEIREE) )
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Rescaling and using the induction hypothesis,

12117 = (A% + 1A= 12)(1 — dh(0))* +dh(0)* = (hy(z4+) +h_(z-))(1 — dh(0))* + dh(0)*

= M _ 2 2 h(Z) _ 5 )
= ) (1 —dh(o)) +dh(o)” = —l—dh(o)(l dh(0))” +dh(o)
= ﬂ _ 2 2

= 1_dh(o)(l dh(0))* +dh(0)* = h(o).

We note in passing that, by (3), formula (A-3) gives a recursive formula for computing tree capacities.

Suppose now that E is infinite. Select a sequence of finite sets E,, = {e1, ..., e,} such that £, /' E.
Let h,, be the corresponding extremal functions and H, = I h,,. We claim that the sequence H, increases,
in the sense specified below. Let K = H, — H,_1 = I (h, — h,—1) = Ik,. By (A-2), the function K
satisfies the mean value property on (o, E,) \ ({0} U E},):

K(x) = 3[K() + K@)+ K@), ifx € G0, E) \ ({0} U Ey)

Moreover, K vanishes on {0} U E,_; and it is positive at e,, since H,_(e;) < 1 = H,(e,), by (3) and
(4). By the maximum principle (an easy consequence of the mean value property), K,, > 0 in 4(o, E,).
Hence, the limit /h = H = lim,, H,, exists in 4(o, E) and it is finite because each H, is bounded above
by 1. Since h(x) = H(x) — H(x~") =lim &, (x), h is admissible for E and it satisfies (3), (4) and (5).
Also, h,, — h as n — 00, pointwise, and ||/, ||§2 = h,(0) = h(0), by dominated convergence, hence,

h(o) = lim [lhallz = lIk]7

which is (3) for A.

It remains to prove that £ is extremal. Suppose k is another admissible function for E, and let k,, be
its restriction to (o, E,), which is clearly admissible for E,. By the extremal character of the functions
h,, we have

Ikl = lim Ik, < lim |k, 7 = lim hy(0) = k(o) = A1
n—o00 n— oo n—oo
Hence, / is extremal among the admissible functions for E. (|

Proof of Proposition 2.3. Consider each ¢ € E as the root of the tree 7, = S(e). Set F, = F N S(e)
and let /. be the extremal function (from the previous proposition) for computing Capg, (F,). Using the
previous proposition it is straightforward to check that 4 = > h, is the required extremal function and
has the required properties. U
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